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ABSTRACT 
We review discourses about the philosophy of science in qualitative 
research and evidence from cognitive linguistics in order to ground 
a framework for discussing the use of Large Language Models 
(LLMs) to support the qualitative analysis process. This framework 
involves asking two key questions: “is the LLM proposing or refut-
ing a qualitative model?” and “is the human researcher checking 
the LLM’s decision-making directly?”. We then discuss an implica-
tion of this framework: that using LLMs to surface counter-examples 
for human review represents a promising space for the adoption of 
LLMs into the qualitative research process. This space is promis-
ing because it is a site of overlap between researchers working 
from a variety of philosophical assumptions, enabling productive 
cross-paradigm collaboration on tools and practices. 
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1 INTRODUCTION 

s

LLMs can perform better than traditional NLP techniques at certain 
"natural language understanding" tasks like "miscellaneous text 
classification" [19], which raises the possibility that they could 
potentially be used for qualitative data analysis. Emergent literature 
investigates some possibilities such as using LLMs for deductive 
coding [17, 18] and inductive thematic analysis [5]. However, there 
is disagreement about whether, where, and to what extent LLMs 
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e. 

hould or could be used to support the qualitative analysis process 
[8, 16]. 

In order to structure discussion about whether and under what 
conditions LLMs could be used to support the qualitative analy-
sis process, we review relevant background on the philosophy of 
science, discussing positivism and constructivism using [14]’s 
language of consistency and congruence. We also review evidence 
from cognitive linguistics about how humans understand language. 
Then, based on this background, we propose a framework for struc-
turing discussions around the use of LLMs to support qualitative 
analysis. This framework involves asking “is the LLM proposing 
or refuting a qualitative model?” and “is the human researcher 
checking the LLM’s decision making directly?” Finally, we will 
discuss an implication of this framework: that using LLMs to sur-
face counter-examples for human review from a qualitative dataset 
represents a promising space for the adoption of LLMs into the 
qualitative analysis process. 

2 BACKGROUND 
We characterize two positions on the philosophy of science, posi-
tivism and constructivism, using [14]’s language of consistency 
and congruence. We then review evidence from cognitive linguistics 
about how humans process language, and discuss the implications 
for using LLMs in qualitative analysis from both positivist and 
constructivist perspectives. 

2.1 Positivism and Constructivism 
Discourse          
has a long and complex history [1, 6]. A variety of "ways of know-
ing" [15] are taken up by researchers, who are often conceptualized 
as operating within "paradigms"—multiple perspectives on foun-
dational philosophical issues packaged into coherent systems [12]. 
This picture is over-simplified [7] and potentially limiting [2], but 
we will further limit our discussion to two paradigms—positivism 
and constructivism—in reference to which many other paradigms, 
like post-positivism or [14]’s “constrained constructivism” are 
defined. We characterize positivism and constructivism using 
[14]’s language of congruence and consistency, which we find more 
useful here than [3, 12]’s language of ontology, epistemology, and 

1 

about the philosophy of science in qualitative research 

methodology . 
Positivism is oriented towards identifying and validating con-

gruent models—models for which a “one-to-one correspondence” 
[14] can be established between the structure of the model and the 
structure of external reality. Since models which are inconsistent 

1This is in part because some constructivist perspectives reject "the ontol-
ogy/epistemology distinction" [12]. 
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with observation cannot be congruent, discriminating between con-
sistent and inconsistent models is relevant. However, neither the 
question of how to discriminate between different consistent models 
or the possible existence of unknown or unknowable models are 
of particular concern. This is because if congruence with reality is 
established, the possibility spaces of the consistent and the unknown 
become irrelevant. 

Constructivism denies the possibility of establishing congruent 
models, instead radically acknowledging induction’s inherent limits 
[12] and the unknown—models not yet tested, not yet conceived, 
or fundementally unknowable by humans [14]. Constructivism 
thus reverses the emphases of positivism, focusing on exploring 
the possibility space of consistent models while engaging reflex-
ively with the limits of our perspectives and, thus, the omnipresent 
unknown. 

The language of consistency and congruence helps reveal these 
paradigms as two points on a continuum; different positions can 
be located by examining how much attention is paid to congruent 
models over unknown models or consistent models over inconsistent 
models. This language also highlights an important area of overlap 
between constructivism and positivism. Both paradigms are 
interested in rejecting models that are inconsistent with observation: 
the positivist2 while trying to establishing congruence with reality 
and the constructivist while balancing an exploration of different 
consistent models with a continual deference to the unknown. 

2.2 LLMs and The Implications of Cognitive 
Linguistics 

Evidence increasingly suggests that the human ability to under-
stand natural language is based on both cultural and embodied 
experience [10, 13]. This poses a strong challenge to any attempts 
to use LLMs in the qualitative analysis process. However, the na-
ture of this challenge varies across philosophical frameworks. For 
positivists, concerned with discovering and validating models con-
gruent with reality, the process by which LLMs produce claims 
is not intrinsically important; the structure of the reality we are 
trying to model exists independently and can theoretically be ar-
rived at through multiple means. However, attempting to measure 
how consistently LLMs arrive at congruence with reality remains 
important. 

For constructivists, concerned with discriminating between 
consistent models and keeping the unknown in view, the process 
by which LLMs make claims about language data is our primary 
concern. Constructivists understand knowledge as enabled by "par-
ticular sets of sensory apparatus located within specific cultures 
and times" [14]; thus, the constructivist’s ability to evaluate claims 
produced by an LLM requires understanding how the LLM came to 
produce those claims. What value, if any, claims originating from 
LLMs have from this perspective is uncertain and unclear. 

2In this paper, ‘the positivist’ and ‘the constructivist’ represent "ideal ... and extreme" 
[2, p. 5] characterizations of the research paradigms deployed for explanatory purposes, 
rather than individuals who may use or identify with a paradigm for specific reasons 
within specific contexts. 

3 A FRAMEWORK FOR DISCUSSING LLMS 
FOR QUALITATIVE ANALYSIS 

With the philosophical and linguistic background reviewed, we 
propose a framework (Table 1) for discussing the use of LLMs 
for qualitative analysis. This framework is structured around two 
questions. The first question, “is the LLM proposing or refuting 
a qualitative model?” highlights the important "asymmetry" [14] 
between affirming consistency and refuting consistency. The second 
question, “is the human researcher checking the LLM’s decision-
making directly?” draws attention to the complex processes by 
which humans come to understand language and to what extent 
LLMs are capable of either supporting or replacing those processes. 

4 DISCUSSION 
The upper-right quadrant of Table 1, which we will call ‘Using 
LLMs to surface counter-examples for human review’ is unique in 
that, in this case, the positivists and constructivists have the same 
questions. This is because both positivists and constructivists are 
interested in discarding models which are inconsistent with obser-
vation, although they may differ on what sort of evidence implies 
inconsistency and in what contexts that inconsistency holds. 

We can also articulate this point using the language of ontology, 
epistemology, and methodology. Negating a model is ontologically 
neutral; ‘how can we judge whether this model is inconsistent with 
observation?’ is a purely epistemological question. Moreover, when 
a human researcher is the one answering that question, using an 
LLM to support the process is not inherently problematic episte-
mologically; no tool for performing qualitative analysis is neutral, 
and all tools influence the process in some way [11]. Thus, only the 
methodological question remains: is using LLMs to surface counter-
examples for human review useful/effective for doing qualitative 
analysis? 

One way using LLMs to surface counter-examples for human 
review could be useful is by enabling researchers to work with 
very large datasets. Existing mixed-methods work has used topic 
modeling to “purposively sample” from very large datasets like 
posts on a subreddit [9]. This is an exciting approach; however, 
topic modeling represents a situation in which a language model 
is ‘proposing a qualitative model’. As an alternate approach, an 
initial sample could be selected for a preliminary qualitative analysis 
using traditional methods like random or stratified sampling. This 
preliminary analysis could then be refined by using an LLM to 
surface counter-examples for human review from the much larger 
dataset. This somewhat resembles the use of theoretical sampling 
in grounded theory to “develop and refine” emerging categories [4, 
p. 205]. 

How using LLMs to surface counter-examples for human review 
might positively or negatively affect the results of a qualitative anal-
ysis is an open question. However, restricting the LLM to surfacing 
counter-examples for human review ensures that (a) all claims about 
which qualitative models are consistent with observation originate 
from human researchers and (b) no qualitative model is rejected by 
an LLM-identified observation without giving human researchers a 
chance to revise the model to account for it. This creates a point of 
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Table 1: A Framework for Discussing LLMs for Qualitaive Analysis 

LLM is proposing a qualitative model (e.g. codes, themes, 
categories, clusters) 

LLM is refuting a qualitative model (e.g. counter-
examples) 

Human researcher is check-
ing the LLM’s decisions di-
rectly 

Example: clustering related codes for human review, 
automated/suggested open coding with human review 

Positivist: How is this supporting or hindering 
my ability to validate congruence with reality? 

Constructivist: Do I agree the LLM’s proposed 
model is consistent with these observations? How is 
this supporting or hindering my ability to explore other 
consistent models? How is this affecting my ability to 
reflect on my experience? 

Example: suggesting counter-examples to a developing 
theory/category/theme 

Positivist: Should this model be rejected as incon-
sistent? Can I account for this counter-example? 

Constructivist: Should this model be rejected as 
inconsistent? Can I account for this counter-example? 

Human researcher is NOT 
checking the LLM’s deci-
sions directly 

Example: automated open coding without human review 

Positivist: How can I be confident that the LLM’s 
claims are congruent with reality? If they aren’t, are 
they similar enough to an “average human’s” claims to 
be useful? 

Constructivist: How can we evaluate or use a qualitative 
model that does not arise from an inter-subjective 
human experience? Should we be doing this in the first 
place? 

Example: deductive coding without human review 
(i.e. for each observation, eliminating codes which are 
inconsistent) 

Positivist: How well does an LLM perform com-
pared to a human in correctly identifying data 
inconsistent with a given model? 

Constructivist: How do the inconsistencies an LLM 
identifies compare with mine? Other people’s? Is the 
LLM biased in a certain way? How is this shaping my 
analysis? Should we be doing this in the first place? 

compatibility which could enable tools and practices to be collabo-
ratively developed and productively employed across philosophical 
boundaries. 

5 CONCLUSION 
Based on a review of the philosophy of science in qualitative re-
search and evidence from cognitive linguistics, we propose a frame-
work for discussing the use of LLMs for qualitative analysis. This 
framework is based on two key questions: “is the LLM proposing 
or refuting a qualitative model?” and “is the human researcher 
checking the LLM’s decision-making directly?”. We discuss the 
potential of using LLMs to surface counter-examples for human re-
view, which this framework identifies as promising because it is 
a site of overlap between different philosophical perspectives. We 
hope our framework and discussion will help researchers working 
from different research paradigms discuss the potential of LLMs as 
tools for supporting qualitative analysis. 
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